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Why Energy Efficiency, Why Now?

• Energy = growing bottleneck in HPC scalability

• 20 MW system → 1 MW saved at 5% gain

• Static tuning = low-effort, high-impact solution

• Applicable without modifying scientific code
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“If one considers that a machine consumes 20MW, energy 
savings of 5–10% are in orders in megawatts…”



Enhancing the Energy Efficiency of SPACE Apps
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SPACE CoE: optimizing HPC 

energy efficiency

Target: astrophysics 
applications on modern 
architectures

Strategy: static frequency 
tuning using MERIC

Platforms analyzed: NVidia 

A100, Intel Sapphire Rapids, 
NVidia Grace



Tools for energy efficiency evaluation

MERIC runtime system provides dynamic application tuning

• lightweight & easy to install & easy to use

• C/C++ API and Fortran module

• MPI, OpenMP and CUDA parallelization

• performance and power-aware

• support for a wide range of architectures and power monitoring systems

June 13, 2025 4

H2020 READEX (2015-2018): Complex parallel application has different requirements during 
execution, so it gives a possibility to be dynamically tuned for energy savings without 
performance penalty.

Example of power consumption timeline of a single node and its components (Gadget)
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Our Approach: Static Tuning + MERIC

• Static tuning = set frequency 
once at job start

• Metrics tracked: runtime, energy 
use, FLOPs/Watt

• MERIC: open-source runtime, 
non-intrusive, SLURM-ready

• Easily applied across nodes & 
jobs
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Static tuning of HPC applications
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Static tuning of HPC applications
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Example of static tuning on Gadget 
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Runtime extension [%] Energy savings [%]



Example of static tuning on ChaNGa 
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Runtime extension [%] Energy savings [%]



Hardware Platforms Tested

• A100 GPU (Karolina): flagship accelerator node

• Sapphire Rapids CPU: tested with DDR & HBM

• Grace CPU: ARM-based, power-efficient designAll nodes profiled using node-wide energy metrics
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Scientific Codes & 
Benchmarks
7 codes: Pluto, OpenGADGET, iPIC3D, 
RAMSES, BHAC, FIL, ChaNGa

Representative of MHD, N-body, particle & 
relativistic codes

Benchmarks: real input cases, 1–5 minute 
runs

Full-node usage for both GPU and CPU tests

June 13, 2025 11



A100 GPU – Modest but Measurable Gains

• Pluto: 9% savings at 13% runtime overhead

• OpenGADGET: 7%, iPIC3D: 3–5%

• Power draw far below TDP (e.g., Pluto ~186W)

• Tuning worthwhile even with built-in DVFS
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Sapphire Rapids – Tunable & Versatile
• DDR config: 6–14% energy savings 

with minimal slowdown

• HBM config: better perf/W, 
smaller tuning window

• ChaNGa: 20% energy savings with 
7% longer runtime

• CPU core & uncore tuning is 
impactfu
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Grace CPU – Energy Efficiency Leader

• Outperformed all CPUs in 
MFLOPs/W efficiency

• 8–26% savings with <3% 
runtime increase

• Up to 30% savings under 
relaxed runtime constraints

• Ideal for energy-aware 
workloads
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Key Takeaways Across Platforms

• Grace: best energy efficiency, scalable tuning

• Sapphire Rapids: tunable, flexible with memory options

• A100: efficient baseline, gains still achievable

• Static tuning: 10–20% savings, <3% runtime cost
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Practical Relevance for HPC Operations

• 5% savings = 1 MW on a 20 MW system

• Job-level tuning via MERIC + SLURM = no code change

• Immediately deployable across architectures
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“…can be applied job-wide using a job 
scheduler.”



Final Thoughts and What’s Next

• Static tuning = ready-to-use, impactful optimization method

• Works on diverse codes and hardware platforms

• Future: dynamic tuning with real-time adjustments

• MERIC supports both static and dynamic strategies
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Thank you…
João Barbosa

(IT4i@VSB) joao.barbosa@vsb.cz
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